Critical behavior of spatial evolutionary game with altruistic to spiteful preferences on two-dimensional lattices
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Self-questioning mechanism which is similar to single spin-flip of Ising model in statistical physics is introduced into spatial evolutionary game model. We propose a game model with altruistic to spiteful preferences via weighted sums of own and opponent’s payoffs. This game model can be transformed into Ising model with an external field. Both interaction between spins and the external field are determined by the elements of payoff matrix and the preference parameter. In the case of perfect rationality at zero social temperature, this game model has three different phases which are entirely cooperative phase, entirely non-cooperative phase and mixed phase. In the investigations of the game model with Monte Carlo simulation, two paths of payoff and preference parameters are taken. In one path, the system undergoes a discontinuous transition from cooperative phase to non-cooperative phase with the change of preference parameter. In another path, two continuous transitions appear one after another when system changes from cooperative phase to non-cooperative phase with the preference parameter. The critical exponents $\nu$, $\beta$ and $\gamma$ of two continuous phase transitions are estimated by the finite-size scaling analysis. Both continuous phase transitions have the same critical exponents and they belong to the same universality class as the two-dimensional Ising model.
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INTRODUCTION

The spatial evolutionary game has been minutely studied to explain the emergence and maintenance of cooperation among selfish individuals during the past few years [1–4] in economics, biology and social sciences.

The structure of social networks and the evolutionary rules are two important research fields of evolutionary game [5]. Many interesting results have been obtained on different spatial structures, such as two dimensional regular lattices [6, 7], small world networks [8] and scale-free networks [9]. Learning mechanism has been widely adopted in evolutionary rules [5–7, 9]. Players revise their strategies by learning from their neighbors. Self-questioning mechanism is presented in Ref. [10]. Each player adopts its anti-strategy to play a virtual game with all its neighbors, then obtains a virtual payoff. By comparing the real payoff and the virtual payoff, each player can get its optimal strategy corresponding to the highest payoff [10–12]. This evolutionary rule is similar to Ising model’s Metropolis algorithm in statistical physics.

Traditional economic theory predicts that individuals will not supply goods and services without being compensated. However, individuals do not always pursue self-interest: people risking their own life to rescue others, soldiers participating in wars voluntarily, many kinds of charity etc [13]. Nowak summarized five possible rules for the evolution of cooperation corresponding to different situations: Kin selection, Direct reciprocity, Indirect reciprocity, Network reciprocity, Group selection [4]. In economics, altruistic and spiteful preferences have been introduced to study evolutionary stability of altruism and spitefulness [13–16]. In this paper, altruism, egoism and spitefulness are considered through a preference parameter $p$. When $p > 0$, player is altruistic, which means a player has a positive regard for his opponents. $p = 0$ represents the player as selfish. $p < 0$ determines the player as spiteful.

In statistical physics, the internal energy decreases and approaches a minimum value at equilibrium in a closed system with constant external parameters and entropy (Principle of minimum energy) [17]. Similarly, in economics, profit maximization is an eternal pursuit to the individual and society, so one may expect that the equilibrium probability distribution function of payoffs in a closed system of agents has the Boltzmann-Gibbs form [18]. In analogy to Ising model, spatial evolutionary game model can convert into Ising-like model, the effective Hamiltonian of evolutionary game can be obtained. By analyzing the effective Hamilton of game, game model is divided into three different phases: entirely cooperative phase (ferromagnetic order upward), entirely non-cooperative phase (ferromagnetic order downward), mixed phase (anti-ferromagnetic order) at zero
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This paper is organized as follows. In section II, we
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MODEL

A brief review of Ising model

The Hamiltonian of Ising model with an interaction
$J_{ij}$ for any two adjacent sites $i$ and $j$ and an external
magnetic field $h_i$ for any site $i$ is given by

$$E = - \sum_{<ij>} J_{ij} S_i S_j - \sum_i h_i S_i,$$  

(1)

where $S_i$ is the Ising spin ($S_i = \pm 1$) at lattice site $i$, 
the first sum is over pairs of adjacent spins (every pair is 
counted once). The notation $<ij>$ indicates that sites 
$i$ and $j$ are the nearest neighbors.

Ising models can be classified according to the sign of 
the interaction: for $J_{ij} > 0$ the interaction is ferromag-
netic and it is antiferromagnetic if $J_{ij} < 0$; when 
$J_{ij} = 0$, the spins are noninteracting. Additionally, the spin site 
first wants to move with the external field, for $h_i > 0$ the 
spin site $i$ desires to line up in the positive direction and 
the direction of the negative field if $h_i < 0$; 
when $h_i = 0$, there is no external influence on the spin 
site. For $h_i = 0$, the Ising model is symmetric under 
switching the value of the spin in all the lattice sites, 
but a zero field breaks this symmetry. The intro-
duction of nonzero magnetic field destroys the continu-
ous phase transition of the ferromagnetic Ising model, 
whereas the nonzero uniform field does not destroy the 
transition of the antiferromagnetic Ising model. The exact 
solution of antiferromagnetic Ising model in an exter-
nal field can not be obtained. Instead, the researchers 
focus on the critical line (Néel temperature as a func-
tion of external field) for the square lattice antiferro-
magnetic Ising in an external field.[19–23]. For critical line, 
there are different approximations [20, 22, 24], for ex-
ample $cosh(h/T_c) = sinh^2(2J/T_c)$. The ends of the $(T, h)$ 
critical line are $(2.269, 0)$ and $(0, 4|J|)$, and the antiferro-
magnetic phase is completely enclosed by transition lines 
[25].

At zero temperature, a critical magnetic field $h_c$ ex-
ist in antiferromagnetic Ising model such as $h_c = 4|J|$ 
for a square lattice. When $-4J < h < 4J$, the antifer-
romagnetic order-states are preserved even though the 
magnetic field tries to align all spins along its direction. 
When $h > 4J$ or $h < -4J$, ferromagnetic ordered-states 
dominate. 

In order to obtain energy difference $\Delta E$ (i flips its di-
rection $S_i \rightarrow -S_i$), the Eq. 1 can be rewritten as

$$E = - \sum_{<ij>} J_{ij} S_i S_j - \sum_j h_j S_j - h_i S_i,$$  

(2)

where $k$ is a spin except $i$. When the state of $i$ flips, the 
new energy $E'$ is

$$E' = - \sum_{<ij>} J_{ij} S_i S_j + \sum_j h_j S_j + h_i S_i.$$  

(3)

Thus, the energy difference $\Delta E = E' - E$ is

$$\Delta E = 2S_i \sum_j J_{ij} S_j + 2h_i S_i.$$  

(4)

Introduction of game model

For a randomly given agent $i$, two available strate-
gies cooperation ($S_i = +1$) and non-cooperation ($S_i = 
-1$) can be adopted to play with its nearest neighbors. 

Mutual cooperation yields the reward $a$, mutual non-
cooperation leads to punishment $d$, and the mixed choice 
gives the cooperator the suck’s payoff $b$ and the non-
cooperation the temptation $c$.

The randomly chosen player $i$ revises its strategy ac-
cording to self-questioning mechanism and the stochastic 
evolutionary rule. That is to say, player $i$ adopts its anti-
strategy to play a virtual game with all its neighbors, 
and calculates the virtual payoff. By comparing the re-
al payoff and the virtual payoff, player will find out its 
optimal strategy [10, 11]. In next round, player $i$ will 
revise its current strategy to its anti-strategy with a given 
probability

$$W_i = \min\{1, e^{(\Delta G_i)}\},$$  

(5)

where $\Delta G_i = G'_i - G_i$, $G_i$ and $G'_i$ are the real and 
virtual payoff of player $i$, respectively. The noise can be 
described via $T$. The $G_i$ is defined as

$$G_i = g_i + pg'_i,$$  

(6)

where $g_i$ represents the total payoff of player $i$ (player $i$ 
plays with all its nearest neighbors and accumulates the
obtained payoff. $g_i$ represents all its nearest neighbors’ total payoff by playing with $i$. $p$ is preference parameter, positive denotes altruism, negative stands for spite, and zero characterizes classical own profit maximization.

This evolutionary rule is similar to single spin-flip of Ising model in statistical physics. We will find out the relationship between evolutionary game model and Ising model hereafter.

For a given agent $i$, the number of cooperative and non-cooperative neighbors are $n_{i+}$ and $n_{i-}$,

$$n_{i+} = \sum_j \frac{1 + S_j}{2} = \frac{1}{2} (k_i + \sum_j S_j),$$  

$$n_{i-} = \sum_j \frac{1 - S_j}{2} = \frac{1}{2} (k_i - \sum_j S_j),$$

where $j$ is the neighbors set of agent $i$, $k_i$ is the sum of neighbors.

By playing the game with all its nearest neighbors, agent $i$ acquires its payoff $g_i$. At the same time, its neighbors acquire $g'_i$ in this process. When $S_i = +1$, $g_i = an_{i+} + bm_{i-}$ and $g'_i = an_{i+} + cn_{i-}$; when $S_i = -1$, $g_i = cn_{i+} + dn_{i-}$ and $g'_i = bn_{i+} + dn_{i-}$.

In the process of virtual game (corresponding to $i$ flips its direct in Ising), $S_i \rightarrow -S_i$, the payoffs difference are $\Delta g_i$ and $\Delta g'_i$. They can be calculated as

$$\Delta g_i = S_i [(cn_{i+} + dn_{i-}) - (an_{i+} + bm_{i-})],$$

$$\Delta g'_i = S_i [(bn_{i+} + dn_{i-}) - (an_{i+} + cn_{i-})].$$

In our model, players care not only about their own monetary payoffs, but also about their opponent’s monetary payoffs. Thus, the play $i$ does not necessarily maximize payoff itself, but rather weighted sums of own and opponent’s payoffs. The change of payoffs when the state of $i$ flips: $S_i \rightarrow -S_i$ can be written as,

$$\Delta G_i = \Delta g_i + p \Delta g'_i.$$

By substituting Eq. 9 and Eq. 10 into Eq. 11, we obtain

$$\Delta G_i = \frac{1}{2} S_i [(c - d - a + b) + p(b - d - a + c)] \sum_j S_j$$

$$+ [(c + d - a - b) + p(b + d - a - c)] k_i.$$  

Ising model in canonical ensemble is based on the Boltzmann-Gibbs law, which states that the probability distribution function (PDF) of energy $E$ is $P\{\{S_i\}\} = e^{-\beta E\{\{S_i\}\}}/Z$, where $\beta = 1/k_b T$, $k_b$ is Boltzmann constant, $T$ is temperature and $Z = \sum e^{-\beta E\{\{S_i\}\}}$ is normalization constant. When $T \rightarrow 0$, the system abides the Ising interactions and external field strictly. When $T \rightarrow \infty$, the system evolves randomly. By analogy with Ising model, one may expect that the equilibrium PDF of game payoff $G$ in a closed system of game agents has the Boltzmann-Gibbs form $P\{\{G_i\}\} = e^{\beta G\{\{G_i\}\}}/Z$, where $\beta = 1/T$, $T$ is the effective social temperature, which measures the extent of noise. For convenience, we define the effective energy as $E_{eff} = -G$. Thus, the effective energy difference in this system is $\Delta E_i = -\Delta G_i$; according to Eq. 12, we obtain

$$\Delta E_i = -\frac{1}{2} S_i [(c - d - a + b) + p(b - d - a + c)] \sum_j S_j$$

$$+ [(c + d - a - b) + p(b + d - a - c)] k_i.$$  

As the Ising model, the strength of interaction $J_{ij}$ and external field $h_i$ can be defined as

$$J_{ij} = -\frac{1}{4} [(c - d - a + b) + p(b - d - a + c)],$$

$$h_i = -\frac{1}{4} [(c + d - a - b) + p(b + d - a - c)].$$

The effective energy can be obtained

$$E_{eff} = \frac{1}{4} [(c - d - a + b) + p(b - d - a + c)] \sum_{<ij>} S_i S_j$$

$$+ \frac{1}{4} [(c + d - a - b) + p(b + d - a - c)] \sum_i k_i S_i.$$  

As a special accommodation, we investigate weak Prisoner’s Dilemma. We take $a = a$, $b = 0$, $c = 1 - a$, $d = 0$ and $1/3 < a < 1/2$. Thus, the strength of interaction, external field and effective energy can be written as

$$J_{ij} = -\frac{1}{4}(1 - 2a)(1 + p),$$

$$h_i = -\frac{1}{4}(1 - 2a - p)k_i.$$  

$$E_{eff} = \frac{1}{4} (1 - 2a)(1 + p) \sum_{<ij>} S_i S_j + \frac{1}{4} (1 - 2a - p) \sum_i k_i S_i.$$  

For two dimensional square lattices, $k_i = 4$, the effective energy is

$$E_{eff} = \frac{1}{4} (1 - 2a)(1 + p) \sum_{<ij>} S_i S_j + (1 - 2a - p) \sum_i S_i.$$  

Three phases of game model

The ground state of game model at zero temperature can be divided through three equations: the strength of interaction $J = 0$, the external field $h = 0$ and the critical external field $h = 4|J|$. Results of these functions are $a = 1/2$ or $p = -1$ for $J = 0$; $a = 1/2(1 - p)$ for $h = 0$; $a = 1/(2 + p)$ for $h = -4J$, and $p = 0$ for $h = 4J$, which are shown in FIG. 1. Game model is divided into three phases: entirely cooperative phase (ferromagnetic
order upward), entirely non-cooperative phase (ferromagnetic order downward), mixed phase (anti-ferromagnetic order). The region of cooperative and non-cooperative coexistence is enclosed by the critical lines $(a = 1/(2 + p))$. In game model, $T$ is the measure of stochastic uncertainties (noise) allowing the irrational choices. $a$ is an inherent parameter, which belongs to the payoff matrix. When $a > 0.5$, cooperation will gain much more benefit; when $a < 0.5$, non-cooperation will get more. But cooperation can survive for $a < 0.5$ owing to altruism. $p$ as a preference parameter measures the relationship between spitefulness, egoism and altruism. Non-cooperation can arise only spitefulness existing.

RESULTS AND DISCUSSIONS

We have performed Monte Carlo simulations on square lattice with periodic boundary conditions using Metropolis algorithm. The randomly chosen player $i$ revises its strategy according self-questioning rule. In general, we discarded the first 10000 Monte Carlo Steps (MCS) in order to achieve the stationary regime for all lattices sizes. In order to estimate the quantities of interest, we considered the next $2 \times 10^5$ MCS to calculate the averages. To further improve accuracy, the final results are average over 100 independent realization with different initial configurations.

Magnetization is the order parameter of ferromagnetic Ising. Staggered magnetization is the order parameter of antiferromagnetic Ising. In order to obtain the formula of order parameter. The two-dimensional square-lattice is divided into two sublattices, one includes all spins up another includes all spins down for antiferromagnetic Ising model. We calculated the sublattice magnetization per spin, $m_1$ and $m_2$, defined as $m_1 = 2(\sum_i s_{i}^1)/N$ and $m_2 = 2(\sum_i s_{i}^2)/N$, where $s_i$ is the spin of the first sublattice, and $s_i'$ is the spin of the second sublattice. The total magnetization which is the order parameter of ferromagnetic systems can be defined as

$$m_t = \frac{1}{2} (m_1 + m_2).$$

For antiferromagnetic Ising model, the staggered magnetization can be defined as

$$m_s = \frac{1}{2} |m_1 - m_2|,$$

which is the order parameter for antiferromagnetic systems [26, 27]. The corresponding susceptibilities are defined by

$$\chi(m) = N[< m^2 > - < m >^2],$$

and the fourth-order Binder cumulants is

$$U(m) = 1 - \frac{< m^4 >}{3 < m^2 >^2},$$

where $m$ can be $m_t$ or $m_s$ for $\chi(m)$ and $U(m)$. $m_t$, $m_s$, $\chi(m)$ and $U(m)$ obey the following finite size scaling relations in the neighborhood of the stationary critical point $p_c$:

$$m_L(p) = L^{-\beta/\nu} m_0(L^{1/\nu} \varepsilon),$$

$$\chi_L(p) = L^{\gamma/\nu} \chi_0(L^{1/\nu} \varepsilon),$$

$$U_L(p) = U_0(L^{1/\nu} \varepsilon),$$

where $\varepsilon = (p - p_c)/p_c$, $p_c$ is the critical preference parameter for a given $T$.

The derivative of fourth-order Binder cumulants $U_L(p)$ is

$$U'_L(p) = L^{1/\nu} \frac{U_0(L^{1/\nu} \varepsilon)}{p_c}.$$  

We can obtain the critical exponent $\nu$ from a log-log plot of $U'_L(p)$ versus $L$.

In this model, the evolution of game model from entirely cooperative phase to entirely non-cooperative phase is an interesting problem which involves the interaction between game’s parameter $a$ and individual preference $p$ at low social temperatures. Thus, two special evolutionary paths $a = 1/2 + 0.6$ and $a = 1/2 + 0.4$ (broken lines
in FIG. 1) are taken. The path \( a = 1/2p + 0.4 \) passes through the antiferromagnetic region.

In FIG. 2, magnetisation as a function of \( p \) for several lattice sizes \( L \) is shown at \( T = 0.02 \). The value of the magnetisation \( m_t \) jumps from +1 to −1 as the preference parameter \( p \) is scanned from the positive direction to the negative direction by the path \( a = 1/2p + 0.6 \) of FIG. 1. The order parameter of magnetisation \( m_t \) is discontinuous. Obviously, the critical exponent \( \beta/\nu = 0 \), indicate a discontinuous phase transition.

Theoretically, the phase transition sweeping along path \( a = 1/2p + 0.6 \) is a transition from ferromagnetic order upward to ferromagnetic order downward. This is equivalent to a magnetic material placed in an external field \( h \). If the temperature is lower than \( T_c \) (critical temperature at the intersection of \( h = 0 \) and \( a = 1/2p + 0.6 \)), the value of the magnetization \( m \) jumps from positive to negative as the external magnetic field \( h \) is scanned from the positive direction to the negative direction. Consider the 2D Ising model on a square lattice, the critical temperature is \( T_c = 2.269J \) at transition point \( (p = \pm 0.1, a = 0.55) \).

In FIG. 3, The order parameter of antiamagnetisation \( m_s \) as a function of \( p \) for several lattice sizes \( L \) is shown at \( T = 0.02 \). The staggered magnetization changes with the lattice sizes near critical points. In FIG. 4, susceptibility as a function of \( p \) for various system sizes is shown. The susceptibility has two maximum whose position shift toward the critical values as one increase \( L \). As one increases \( L \) the peak around the critical point increases. Those phenomena display remarkable finite-size effects. There are two critical points existing. To see them more clearly, we narrow down the range of \( p \) to redraw the staggered magnetization (FIG. 5, FIG. 6) and susceptibility (FIG. 7, FIG. 8).

Theoretically, path \( a = 1/2p + 0.4 \) intersects antiferromagnetic critical line. The antiferromagnetic phase transition is a second-order transition. In this situation, \( J = -(0.2 - p)(1 + p)/4 \), \( h = 2p - 0.2 \) and the approximate critical line is \( \cosh(2p - 0.2/T_c) = \sinh^2[(p - 0.2)(1 + p)/(2T_c)] \). Two intersection can be obtained by solving this equation at \( T_c = 0.02 \), \( p_c = 0.01167 \) and \( p_c = 0.131426 \).

To locate the two critical points by using Monte Carlo simulations, we plot the reduced fourth-order cumulant, respectively. The fourth-order cumulant of the left phase transition point in FIG. 3 is shown in FIG. 9 as a function of \( p \) for several values of \( L \). The scaling relation for the fourth-order cumulant shows that, at the critical preference parameter, all curves must cross at a common point. From the crossing of these curves, we estimate the critical preference parameter \( p_c = 0.01127 \pm 0.00014 \). The fourth-order cumulant of the right phase transition point in FIG. 3 is shown in FIG. 10 as a function of \( p \) for several values of \( L \). The critical preference parameter
is $p_c = 0.13156 \pm 0.00008$. Critical points are in good agreement with the one found from theoretical prediction ($p_c = 0.01167$ and $p_c = 0.131426$).

In order to compare the critical phenomena with Ising model, we evaluate the critical exponents via finite size scaling relations in FIG. 11. The log-log plots of $m_L(p)$ as function of $L$ at the critical points $p_c = 0.01127$ and $p_c = 0.13156$ are shown at FIG. 11(a) and FIG. 11(b), respectively. The best fit to the data points furnishes the value $\beta/\nu = 0.116 \pm 0.0003$ at $p_c = 0.01127$. When $p_c = 0.13156$, the value is $\beta/\nu = 0.1135 \pm 0.00702$. FIG. 11(c) and FIG. 11(d) show the log-log plot of susceptibility $\chi_L(p_c)$ vs $L$ at the critical points $p_c = 0.01127$ and $p_c = 0.13156$, respectively. The slope of the fitting lines are $\gamma/\nu = 1.749 \pm 0.0212$ at $p_c = 0.01127$, and $\gamma/\nu = 1.736 \pm 0.0405$ at $p_c = 0.13156$. The log-log plots of $U_L(p)$ as function of $L$ at the critical points $p_c = 0.01127$ and $p_c = 0.13156$ are shown at FIG. 11(e) and FIG. 11(f), respectively. The solid lines are the best fit with slope $1/\nu = 0.977 \pm 0.0391$ at $p_c = 0.01127$, and $1/\nu = 0.982 \pm 0.0296$ at $p_c = 0.13156$.

CONCLUSIONS

A general game model about economical and social activities is proposed in this paper. We can relate this game model with Ising model in statistical mechanics. The interaction between spins and external field of the Ising model are determined by the reward $a$ of cooperation and the preference parameter $p$, which can be altruistic to spiteful. We have studied weak prisoner’s dilemma on a square lattice with periodic boundary condition. At zero social temperature without noise for irrational decision, there are three different phases: entirely cooperative phase (ferromagnetic order upward), entirely non-cooperative phase (ferromagnetic order downward) and mixed phase (anti-ferromagnetic order). In the investigation of evolution from entirely cooperative phase to entirely non-cooperative phase, two evolutionary paths $a = 1/2p + 0.6$ and $a = 1/2p + 0.4$ have been taken. For the path $a = 1/2p + 0.6$, the system undergoes a discontinuous transition under a critical temperature. For the path $a = 1/2p + 0.4$, there are two continuous phase transitions at the critical points $p_c = 0.01127$ and
The intersection point is $p_c = 0.01127 \pm 0.00014$ for the left critical point.

The intersection point is $p_c = 0.13156 \pm 0.00008$ for the right critical point. The critical exponents $\beta/\nu$, $\gamma/\nu$ and $1/\nu$ are estimated for the two critical points at a fixed reduced temperature $T = 0.02$. Within the error range of data, the critical exponents at $p_c = 0.01127$ and $p_c = 0.13156$ are the same and equal to the results of two-dimensional Ising model. These results indicate that the continuous phase transitions of the game model belong to the same universal class as the two-dimensional Ising model.
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